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Abstract—Edge caching is emerging as the most promising
solution to reduce the content retrieval delay and relieve the
huge burden on the backhaul links in the ultra-dense networks
by proactive caching popular contents in the small base station
(SBS). However, constraint cache resource of individual SBSs
significantly throttles the performance of edge caching. In this
paper, we propose a device-to-device (D2D) assisted cooperative
edge caching (DCEC) policy for millimeter (mmWave) dense
networks, which cooperatively utilizes the cache resource of users
and SBSs in proximity. In the proposed DCEC policy, a content
can be cached in either users’ devices or SBSs according to the
content popularity, and a user can retrieve the requested content
from neighboring users via D2D links or the neighboring SBSs
via cellular links to efficiently exploit the cache diversity. Unlike
existing cooperative caching policies in the lower frequency bands
that require complex interference management techniques to
suppress interference, we take advantage of directional antenna
in mmWave systems to ensure high transmission rate whereas
mitigating interference footprint. Taking the practical directional
antenna model and the network density into consideration,
we derive closed-form expressions of the backhaul offloading
performance and content retrieval delay based on the stochastic
information of network topology. In addition, analytical results
indicate that, with the increase of the network density, the
content retrieval delay via D2D links increases significantly
while that via cellular links increases slightly. Comprehensive
simulations validate our theoretical analysis and demonstrate that
the proposed policy can achieve higher performance in offloading
the backhaul traffic and reducing the content retrieval delay
compared with the state-of-the-art most popular caching (MPC)
policy.

Index Terms –D2D communication, cooperative edge caching,
mmWave dense network.

I. INTRODUCTION

The proliferation of ever-increasing data-intensive wireless
applications, such as virtual reality, augmented reality gaming,
and high-definition video streaming, are expected to drastically
strain the capacity of cellular networks in the foreseeable
future [1], [2]. To accommodate the surging demands of
wireless data traffic, millimeter-wave (mmWave) communica-
tion, which is a de-facto candidate technology for on-going
5G networks, is envisaged to provide a pseudo-wire wireless
connection service by exploiting a large swath of spectrum
resource [3], [4]. Leveraging high-gain directional antennas,
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current mmWave networks offer an extremely high data rate
of nearly 7 Gbit/s, which is expected to increase to 40 Gbit/s in
the forthcoming future. As mmWave networks can be further
densified due to the hostile propagation characteristics, de-
ploying unconstrained wired backhaul links in dense networks
becomes infeasible due to high costs, which results in backhaul
congestion. Alleviating backhaul pressure is imperative for
mmWave dense networks in the future.

Edge caching, which exploits the repetitive pattern of con-
tent requests in mobile applications, is a favorable solution
to achieve this goal [5], [6]. Specifically, popular contents
can be cached in the small base station (SBS) during off-
peak hours to serve users in proximity during peak hours,
which has a potential to reduce up to 35% backhaul traffic
[7]–[9]. In addition, edge caching provides a low-latency
service since the content is retrieved from the edge instead
of remote servers. However, due to the limited cache capacity
of an individual SBS, the performance of edge caching can
be constrained. To enlarge cached contents, a straightforward
method is to leverage caching resources in a cooperative
manner, i.e., cooperative caching. Cooperative caching can
be divided into two categories: a) cooperative edge caching
where contents are cached in the SBS cluster which consists
of multiple SBSs in proximity, and b) device-to-device (D2D)
caching where contents are cached in nearby users. In the
cooperative edge caching, each SBS in the SBS cluster caches
diverse contents to increase caching diversity and serves users,
while in the D2D caching, each user and its neighboring user
cache diverse contents and exchange cached contents via high-
rate D2D communications.

Incorporating cooperative caching in mmWave dense net-
works can significantly relieve the backhaul burden and reduce
the content retrieval delay. Besides, it also introduces an extra
advantage. In lower frequency band systems, the performance
of cooperative caching is throttled by multiuser interference
which is caused by omni-directional transmission patterns,
while directional antennas in mmWave systems naturally
tackle the interference issue. However, cooperative caching in
mmWave networks poses new challenges. There is no tractable
analytical model for mmWave networks which incorporates
the impacts of directional antenna, network density and content
caching. Moreover, this intractability makes it difficult to attain
closed-form expressions, which is arduous to provide valuable
insights for the system design.

In this paper, we propose a novel cooperative caching policy
in mmWave cellular networks, which cooperatively utilizes
cache resources of the user, its D2D peer and neighboring
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SBSs. Specifically, the contents are cached according to the
content retrieval delay. The most popular contents are cached
in the user and its D2D peer due to the low content retrieval
delay, while less popular contents are cached in the SBS clus-
ter. With such designed caching policy, we derive the backhaul
offloading gain. In addition, we consider a practical mmWave
directional antenna model, where the main lobe antenna gain
varies and the side lobe antenna gain is non-zero, which
entangles the interference analysis. Exploiting the stochastic
information of the network topology, we theoretically analyze
the average content retrieval delay of the proposed policy in
mmWave systems. Analytical results reveal the impacts of the
network density and practical directional antennas on caching
performance, which are not well considered in the literature.
Main contributions are summarized as follows:
• A D2D-assisted cooperative edge caching (DCEC) policy

which cooperatively exploits the cache resources of both
users and SBSs, is proposed and analyzed in mmWave
dense networks.

• We derive closed-form expressions of the backhaul of-
floading gain and the content retrieval delay in mmWave
dense networks based on stochastic information of net-
work topology.

• The impacts of the network density and practical di-
rectional antennas on caching performance are analyzed
respectively. Analytical results show that content retrieval
delay via D2D communications increases significantly
with the network density, while that via cellular com-
munications increases slightly. Besides, analytical results
indicate the performance increases linearly with the di-
rectional antenna gain.

• Analytical results reveal the tradeoff relationship between
transmission efficiency and caching diversity in mmWave
dense networks, which investigates the optimal SBS
cluster size.

The remainder of this paper is organized as follows. Section
II reviews related works. Then, the system model is presented
in Section III. Next, we propose the DCEC policy and analyze
its backhaul offloading gain. Section V analyzes the content
retrieval delay performance of the proposed policy. Extensive
simulations are presented in Section VI. Finally, concluding
remarks are given in Section VII.

II. LITERATURE REVIEW

Endowed with the computing and storage functionalities,
mobile edge computing (MEC) provides high quality of expe-
rience (QoE) for mobile users in proximity. A significant body
of recent literature focuses on the computing functionality of
MEC [10]–[12]. Rodrigues et al. proposed a hybrid method
through virtual machine migration and transmission power
control, aiming at minimizing the service latency [10]. An
extended work focused on reconfiguring edge servers with an
objective to improve the scalability [11]. Also, recently, the
authors in [12] jointly optimized the computing and caching
resources to achieve the maximum utility in mobile edge
networks.

Cooperative caching, which cooperatively utilizes storage
functionality of MEC, is another approach to enhance QoE.

Two methods are distinguished in the literature: D2D caching
and cooperative edge caching. In microwave bands, both these
two caching policies have been studied in an extensive body
of work. Firstly, by utilizing caching resources among users
and high-rate D2D communications [13]–[15], D2D caching
can offload cellular traffic, increase cellular transmission rate
and reduce the power consumption of SBS. A scaling law,
where the throughput increases with the number of nodes
in the network under an impractical condition that the D2D
transmission range adjusts to the network density, is obtained
in D2D caching networks [16]. Wang et al. investigated the
performance of D2D caching in mobile scenarios where users
frequently contact with neighboring users to exchange contents
via D2D communications [17]. In [18], three scheduling
schemes for edge caching with D2D connections are pro-
posed which can maximize the throughput of D2D links with
low complexity. Secondly, for the cooperative edge caching,
caching resources in the SBS cluster are utilized to enlarge
cached contents. Chen et al. firstly presented a cooperative
caching policy which cooperatively cached different fractions
of less popular contents in different SBSs to increase con-
tent diversity, and revealed the tradeoff relationship between
transmission diversity and content diversity [19]. To maximize
the performance of the cooperative edge caching, content
placement and cache size have been optimized. Zhang et
al. studied the delay-optimal problem via optimizing content
placement, where a greedy algorithm is proposed to optimize
content placement in the cooperative edge caching policy [20].
Another work investigated the cache size optimization problem
considering the budget of cache deployment in heterogeneous
networks [21]. Recent research in [22] applied in-memory
storage and processing to enhance the energy efficiency of
edge caching. Also, recently, the authors in [23] developed
a cooperative caching policy based on the content popularity
distribution and user preference, which can improve the con-
tent hit ratio and reduce the transmission delay. Furthermore,
observing the fact that popular contents are highly correlated to
user locations, recent research [24] proposed a location-aware
caching policy through an online learning approach.

Although interesting, these works solely focus on the co-
operative caching policies operate in the microwave bands
and do not consider the capability of mmWave communica-
tions. In addition, multiuser interference poses a challenge
for cooperative caching at low frequency bands, especially
in ultra-dense networks. Both D2D caching and cooperative
edge caching require complex interference management tech-
nologies, such as power control and interference alignment, to
reduce interference [20], [25]. However, this challenge can be
easily addressed in mmWave systems as directional antennas
significantly reduce multiuser interference. Studies on caching
at mmWave frequency bands are quite limited. Semiari et
al. proposed a proactive caching policy to reduce handover
failures in mobile mmWave networks [26]. They focused on
utilizing device caching and did not consider the cooperative
edge caching. Ji et al. first employed D2D caching in mmWave
networks to enhance network performance [27]. However, no
analytical results in [27] is provided to characterize the D2D
caching performance. Then, in the very recent work [28],
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Table I
VARIABLES AND NOTATIONS.

Notation Description
F Requested file library
ΦBS PPP of SBS
λBS Density of SBS
ΦUE PPP of users
λUE Density of users
W System bandwidth
φ Fraction of bandwidth allocation
α Path loss exponent
K SBS cluster size
r Physical distance
R Transmission rate
σ2 Background noise power
D Average content retrieval delay
S Signal power
I Interference power
ξ Content popularity skewness
G Directional antenna gain
F Backhaul offloading gain
h Content hit ratio
Bo Associated SBS

Giatsoglou et al. proposed and analyzed the D2D caching
policy based on a stochastic geometry framework. However,
this caching policy does not exploit cache resource of SBSs
in proximity. In addition, the analytical results cannot char-
acterize the impact of directional antennas in mmWave com-
munications. Both solutions from [27] and [28] solely applied
D2D caching in mmWave networks to offload backhaul traffic
while without taking the network density into consideration.
Furthermore, cooperative edge caching policy and practical
mmWave antenna features have not been investigated, which
may greatly impact the network performance.

III. SYSTEM MODEL

In this section, we present the network model, the content
popularity model, the directional antenna model, the mmWave
channel model and the transmission model, respectively. A
summary of important notations is given in Table I.

A. Network Model

As shown in Fig. 1, we consider a cache-enabled edge
network where each entity can cache popular contents. SBSs
and users follow homogeneous Poisson Point Processes (PPPs)
ΦBS and ΦUE on the plane, whose densities are given by
λBS and λUE , respectively [28], [29]. All the SBSs share the
same spectrum and connect to remote servers with constrained
backhaul links. Each SBS adopts a time division multiple
access (TDMA) mode to serve associated users. Both SBSs
and users are equipped with steerable directional antennas.
Beamforming training is perfectly performed between users
and associated SBSs before the data transmission.

Considering the user-centric architecture [20], each user is
allowed to be served by K SBSs, which composes a SBS
cluster, denoted by {SBS1,SBS2, ...,SBSK}. For example, as
shown in Fig. 1, User A is served by a SBS cluster with
three SBSs, {SBS1,SBS2,SBS3}. Users are divided into two

       SBS 1

Remote servers

D2D link
Celluar link
Backhaul link

 Cache

SBS 2

SBS 4

SBS 3

User A

User B User C

Fig. 1. Cache-enabled edge network topology.

categories: unpaired users and paired users. Unpaired users
follow a homogeneous PPP Φu with a density of λu, which
are only served by SBSs, such as User C shown in Fig. 1. A
paired user is not only served by the SBS cluster but also its
D2D peer. Paired users follow a homogeneous PPP Φp with
a density of λp, and exchange cached contents via high-rate
D2D communications. For example, User A and User B form
a D2D pair and connect with each other via a D2D link. For
a paired user, its D2D peer uniformly distributes within a disk
of radius rmaxd . Thus, the distance rd between the user and its
D2D peer follows the following distribution [28]

f(rd) =
2rd

(rmaxd )
2 , 0 < rd < rmaxd . (1)

As D2D communications and cellular communications co-
exist in the system, we adopt an overlay scheme, i.e., D2D
communications and cellular communications use different
frequency bands to avoid interference. Assume that W is
the available bandwidth of the mmWave system, and φW
bandwidth is allocated to D2D communications.

B. Content Popularity Model

Let F = {f1, f2, ..., fi, ...f|F|} and Q =
{q1, q2, ..., qi, ..., q|F|} denote the sets of requested content
and corresponding popularity distribution, respectively. |F|
is the total number of contents. The Zipf distribution is
used to characterize the popularity distribution [20], and the
popularity of the i-th content is given by

qi =
i−ξ∑|F|
j=1 j

−ξ
, 1 ≤ i ≤ |F| (2)

where ξ ≥ 0 denotes the content popularity skewness which
varies based on content types. A larger popularity skewness
value implies that the content requests are more concentrated.
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C. Directional Antenna Model

Literature widely adopts the idealized “flat-top” model,
which has a constant antenna gain in the main lobe and zero
elsewhere, to simplify the interference analysis [30]. However,
in the practical directional antenna, the main-lobe antenna gain
varies and the side-lobe antenna gain is non-zero, which brings
difficulty in interference analysis and management. In this
paper, we adopt a practical model with respect to a relative
angle θ to its boresight to characterize the directional antenna
gain, which is given by

G(θ) =

{
Gm10−c(

2θ
ωm

)
2

|θ| ≤ θm
2

Gs
θm
2 < |θ| ≤ π.

(3)

Gm and Gs denote the maximum antenna gain of the main
lobe and the average antenna gain of the side lobe, respec-
tively. ωm and θm represent the beamwidth of the half-power
and main lobe, respectively. c is an experienced constant,
which takes the value of 0.3 [1].

D. mmWave Channel Model

Regarding the channel model, the large-scale channel fading
of mmWave links, in dB, is modeled as

PL(dB) = 20 log10

(
4πd0

λ

)
+ 10α log10

(
r

d0

)
, r ≥ d0

(4)
where r and α denote the propagation distance and the path
loss exponent, respectively. λ is the wavelength and d0 is the
free space reference distance [31], [32]. This model works
well when the propagation distance is larger than the reference
distance. For the sake of presentation, the average path loss
can be rewritten as

β = Cr−α (5)

where C = λ2

d30(4π)2
is a constant.

For the small scale fading, the fast Raleigh fading is
considered in this paper, i.e., h ∼ exp(1) whose channel power
gain is an exponential random variable with a unit mean.

E. Transmission Model

The transmission rate of a mmWave link is given by

R =
W

Ncell
log2

(
1 +

S

I + σ2

)
(6)

where Ncell is the cell load. The power of background thermal
noise can be modeled as σ2 = WNo where No is the noise
power spectral density. S and I represent the power of signal
and interference, respectively.

In mmWave networks, each user is interfered by all the other
SBSs excluding its associated SBS Bo. Thus, considering the
directional antenna model and the channel model, interference
power is given by

I =
∑

i∈ΦBS\Bo

Ii

=
∑

i∈ΦBS\Bo

PBG(θt,i)G(θr,i)hiCr
−α
i

(7)

where G(θt,i) and G(θr,i) represent transmit and receive
directional antenna gains, receptively. θt,i and θr,i are the
angle of departure (AOD) and the angle of arrival (AOA) of
the interference link between the user and the ith interfered
SBS, respectively. ri denotes the physical distance between
the user and the ith interfered SBS. For tractability of the
analysis, we assume that AOAs and AODs of interference
links are uniformly distributed in (0, 2π] [33], which provides
an average directional antenna gain for the interference signal.
The average directional antenna gain is given by

Ḡ =

∫ 2π

0

G(θ)f(θ)dθ

=

∫ θm
2

0

Gm10−c(
2θ
ωm

)
2 1

π
dθ +

∫ π

θ
2

Gs
1

π
dθ

=
ωmGm√
2cπ ln 10

erfc

(
θm
√
c ln 10

ωm

)
− Gsθm

2π
+Gs

(8)

where erfc(x) =
∫ x

0
e−t

2

dt represents the Gauss error func-
tion. Considering average directional antenna gains of inter-
ference links, the average interference power in (7) can be
rewritten as

E[I] =
∑

i∈ΦBS\Bo

PBḠ
2CE[hi]E[r−αi ]. (9)

This interference model is used in the following analysis in
this paper.

IV. D2D-ASSISTED COOPERATIVE EDGE CACHING
(DCEC) POLICY

In this section, we first propose the DCEC policy to exploit
caching diversity, and then analyze its backhaul offloading
performance.

A. Scheme Design

In the DCEC policy, cache resource of the user, its D2D
peer and the SBS cluster are utilized in a cooperative manner
to store diverse contents to offload backhaul traffic. Note
that the user queries its D2D peer and the SBS cluster to
identify where the requested content is cached. For a requested
content, if the content is cached in the user on-board storage,
the user retrieves the content locally with negligible latency.
Next, if the content is cached in its D2D peer, the user
retrieves the content via D2D communications. Then, if the
content is cached in an arbitrary SBS in the SBS cluster,
the user associates to the SBS and then retrieves the content
via cellular communications. Retrieving contents via cellular
communications incurs higher delays compared with that via
D2D communications, as D2D communications provide higher
transmission rates than cellular communications due to shorter
distances. Otherwise, if the content is miss cached, the user
associates with the nearest SBS Bo and retrieves the content
from remote servers via the constraint backhaul link, which
incurs a long delay. Thus, for a specific user, the content
retrieval priority set which is sorted based on delay in an
ascending order, is given by {user ≤ its D2D peer ≤ SBS
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cluster ≤ remoter servers}. This content retrieval priority set
is applied in the content placement of our proposed caching
policy to minimize content retrieval delay, which is described
in the following two steps.

Firstly, the most popular contents are cached in both the
user and its D2D peer due to the short content retrieval delay.
Assume that each user has the same cache capacity, which is
denoted by Cu. Note that users are divided into paired users
and unpaired users. For paired users, the most popular 2Cu
contents, i.e., {f1, f2, ..., f2Cu}, are cached in the D2D pair
which consists of the user and its D2D peer. For fairness, these
2Cu contents are equally distributed in the user and its D2D
peer based on content popularity so that two users in the D2D
pair have nearly the same content hit ratio. For example, User
A and User B in the D2D pair have the same content hit ratio,
i.e., hA = hB . Thus, the content hit ratio of a paired user is
given by

hp =
1

2

2Cu∑
i=1

qi. (10)

For unpaired users, without the assistance of D2D peers, un-
paired users can only cache the most popular Cu contents, i.e.,
{f1, f2, ..., fCu}. Thus, the content hit ratio for an unpaired
user is

hu =

Cu∑
i=1

qi. (11)

Secondly, less popular contents are cached in the SBS
cluster due to the long content retrieval delay via cellular
communications. Note that users are served by a SBS cluster
with a size of K. Assume that each SBS has the same cache
capacity Cs. The SBS cluster caches the next KCs popular
contents, i.e., {f2Cu+1, f2Cu+2, ..., f2Cu+KCs}. Similarly, for
the fairness and cell load balance, these KCs contents are
equally distributed in each SBS in the SBS cluster based on
content popularity so that each SBS has the same content hit
ratio, which is given by

hs =
1

K

2Cu+KCs∑
i=2Cu+1

qi. (12)

Note that some fair popular contents are miss cached for
the unpaired users. However, in the dense network scenario,
the unpaired users only account for a small portion of all the
users as users can associate with neighboring users with high
probability. Specifically, in our simulations, we assume that
80% users are paired users while only 20% users are unpaired
users. Hence, the impact of unpaired users on all the users is
relatively small.

B. Backhaul Offloading Analysis

With the proposed caching policy, backhaul burden can be
significantly relieved as users retrieve cached contents in edge
networks instead of constrained backhaul links. In this paper,
we define the backhaul offloading gain as the ratio between
data traffic that is not served by backhaul links and all the
data traffic. In this subsection, the backhaul offloading gain of
DCEC policy is analyzed.

For paired users, cache capacities of two users and the SBS
cluster are cooperatively utilized to store the most popular
2Cu +KCs contents, and hence the backhaul offloading gain
is 2hp+Khs. For unpaired users, the backhaul offloading gain
is hu + Khs without the assistance of the D2D peer. Thus,
the average backhaul offloading gain of the DCEC policy is
given by

F = hu(1− δ) + 2hpδ +Khs (13)

where δ =
λp

λp+λu
denotes the fraction of paired users among

all the users. It is obvious that the backhaul offloading gain
increases with the cluster size K due to the caching diversity
gain.

The corresponding miss caching probability, i.e., the prob-
ability that the requested content is not cached in edge
networks, is given by

Pm = 1− F. (14)

The miss cached contents can be retrieved from remote servers
via the nearest cellular link and the constraint backhaul link.

V. CONTENT RETRIEVAL DELAY ANALYSIS

In this section, the average content retrieval delay of DCEC
policy is analyzed. As users retrieve the requested content via
different communication links, transmission performance of
these communication links are analyzed respectively to obtain
the average content retrieval delay. If the requested content is
miss cached, users retrieve the content via two communication
links. Firstly, the content is downloaded from remote servers
to the nearest SBS with the average backhaul transmission
rate E[RB ], and then transmitted to the user with the average
nearest SBS transmission rate E[RN ]. If the content is cached
in the SBS cluster or its D2D peer, the user retrieves the
content with the average SBS cluster transmission rate E[RC ]
or the average D2D transmission rate E[RD]. Assume that the
average content size is represented by ν, the average content
retrieval delay of the DCEC policy is given by

D =
Pmν

E[RB ]
+

Pmν

E[RN ]
+

Psν

E[RC ]
+

Pdν

E[RD]
(15)

where Ps = Khs and Pd = δhp denote the probabilities that
the requested content is cached in the SBS cluster and the
D2D peer, respectively. In the following, lower bounds of these
transmission rates are derived analytically respectively, and
hence the upper bound of the average content retrieval delay
is provided.

A. Backhaul Transmission Rate Analysis

In this subsection, the average backhaul transmission rate
is analyzed. According to the property of PPP, the traffic of
each part in the network also follows PPP. Users served by
constraint backhaul links are considered as a homogeneous
PPP ΦB in the plane with a density of PmλUE . Assume each
SBS has the same backhaul capacity B and is served by its
associated users with a TDMA mode.
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Lemma 1: The average backhaul transmission rate of each
user is given by

E[RB ] =
BλBS
PmλUE

(
1 + PmλUE

κλBS

)κ+1

(
1 + PmλUE

κλBS

)κ+1

− 1
(16)

where κ = 3.5 is a constant.
Proof 1: As the backhaul resource is equally allocated to

each user, the average backhaul rate of each user is B/E[NB ].
NB is the backhaul load which is a random variable depending
on the SBS cell area. The SBS cell area follows a Gamma
distribution with a parameter κ. The probability distribution
function (PDF) of the cell area a is given by [34]

f(a) = aκ−1e−κλBSa
(κλBS)

κ

Γ (κ)
. (17)

Hence, the average backhaul load is

E[NB ] =

∫ ∞
a

∞∑
n=1

nPr{NB = n|a}f(a)da

(a)
=

∫ ∞
a

∞∑
n=1

n
(PmλUEa)

n

n!
e−PmλUEaf(a)da

=

∫ ∞
a

PmλUEa
(
1− e−PmλUEa

)
aκ−1e−κλBSa

(κλBS)κ

Γ(κ)
da

(b)
=
PmλUE
κλBS

Γ(κ+ 1)

Γ(κ)

(
1−

(
κλBS

κλBS + PmλUE

)κ+1
)

=
PmλUE
λBS

1− 1(
1 + PmλUE

κλBS

)κ+1

 .

(18)

(a) follows from the fact that NB is a Poisson distribu-
tion random variable with a mean of PmλUEa [35]. (b) is
obtained via the definition of the gamma function Γ(z) =∫∞

0
xz−1e−xdx. Thus, Lemma 1 is proved.

B. Nearest SBS Transmission Rate Analysis

When the requested content is downloaded from remote
servers via backhaul links, the user retrieves the content by
associating to the nearest SBS, which provides the maximum
cellular transmission rate. In this subsection, we aim to analyze
the transmission rate of the nearest SBS.

Since the overlay scheme is adopted in the system, (1−φ)W
bandwidth is allocated to cellular communications and each
SBS serves associated users with a TDMA mode. The associ-
ated users of each SBS consist of two categories: miss cached
users whose requested content is miss cached and SBS cluster
cached user whose requested content is cached in the SBS
cluster. Thus, the associated users of each SBS are modeled
as a PPP ΦC with a density of λC = (Pm + Ps)λUE . The
total number of SBS is given by NBS . Similar to the result in

(18), the average cell load is given by

E[NC ] =
(Pm + Ps)λUE

λBS

1− 1(
1 + (Pm+Ps)λUE

κλBS

)κ+1

 .

(19)

Lemma 2: When the user is associated to the nearest SBS
Bo, the average transmission rate is lower bounded by

E[RN ] ≥ (1− φ)W

E[NC ] ln 2

(
2 ln

Gm
Ḡ

+
(α− 2)γ

2
− ln J1(α)

)
(20)

where

J1(α) =


Γ(NBS + 1− α

2 )

(1− α
2 )Γ(NBS)

− Γ
(

1− α

2

)
, α 6= 2

ln(NBS − 1) + γ, α = 2

(21)

and γ is the Euler-Mascheroni constant whose value approxi-
mates to 0.577.

Proof 2: Assume directional antennas between the user and
its associated nearest SBS are well-aligned, the received signal
power is given by

S = PBG
2
mh1Cr

−α
1 (22)

where r1 is the distance between the user and the nearest
SBS. The interference signal power includes the interference
signal from all the other SBSs, and the interference signals
are independent random variables [36].

Using the transmission model in (6), the average transmis-
sion rate is given by

E[RN ] = E
[

(1− φ)W

NC
log2

(
1 +

S

I + σ2

)]
=

(1− φ)W

E[NC ] ln 2
E

[
ln

(
1 +

S∑
i∈ΦBS\Bo Ii + σ2

)]

≥ (1− φ)W

E[NC ] ln 2
E

[
ln

S∑
i∈ΦBS\Bo Ii

]

≥ (1− φ)W

E[NC ] ln 2

E[lnS]− ln
∑

i∈ΦBS\Bo

E [Ii]

 .

(23)

The second step is because the received signal-to-interference-
plus-noise-ratio (SINR) and the cellular load are independent
random variables. The first inequality holds as the thermal
noise can be ignored in high SNR scenarios. Practical applica-
tions are guaranteed with high SNR due to the reliable commu-
nication requirement. The last inequality holds from the Jensen
inequality. In the following, E[lnS] and

∑
i∈ΦBS\Bo E[Ii] are

analyzed, respectively.

Firstly, substituting the definition of desired signal in (22),
E[lnS] can be rewritten as

E[lnS] = E
[
ln
(
PBG

2
mh1Cr

−α
1

)]
= ln

(
PBG

2
mC
)

+ E [lnh1]− αE [ln r1]

= ln
(
PBG

2
mC
)
− γ +

α

2
(γ + lnπλBS) .

(24)
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The equality holds because of the following two facts:

E[lnh1] =

∫ ∞
0

lnxe−xdx = −γ

and

E[ln r1] =

∫ ∞
0

ln r1f(r1)dr1

(a)
=

∫ ∞
0

ln(r1)2πλBSr1e
−πλBSr21dr1

(b)
=

1

2

(∫ ∞
0

e−y ln ydy −
∫ ∞

0

e−y ln(πλBS)dy

)
= −γ + lnπλBS

2
(25)

where (a) is due to the fact that r1 obeys the following
distribution f(r1) = 2πλBSr1e

−πλBSr21 [36]. (b) follows by
changing variable y = πλBSr

2
1 .

Secondly, using the average interference model in (9),∑
i∈ΦBS\Bo E[Ii] is given as

ln
∑

i∈ΦBS\Bo

E[Ii] = ln
∑

i∈ΦBS\Bo

PBḠ
2CE[hi]E[r−αi ]

= ln
(
PBḠ

2C
)

+ ln
∑

i∈ΦBS\Bo

E[r−αi ].

(26)

The last equality is due to the fact that E[hi] = 1.
As the PDF of the distance between the user and i-th nearest

SBS ri is given by [35]

f(r, i) =
2(πλBS)i

(i− 1)!
r2i−1e−πλBSr

2

, i = 2, 3...

the −αth moments of ri can be calculated as follows:

E[r−αi ] =

∫ ∞
0

r−αf(r, i)dr

=

∫ ∞
0

2(πλBS)i

(i− 1)!
r2i−1−αe−πλBSr

2

dr

=
(πλBS)

α
2

(i− 1)!

∫ ∞
0

y
2i−α

2 −1e−ydy

= (πλBS)
α
2

Γ(i− α
2 )

Γ(i)
, i >

α

2
.

(27)

Next, we aim to obtain the summation of the −αth moments
of ri. When α attains different values, the summation of the
−αth moments of ri varies.

• When α 6= 2, with results in (27), the summation of the
−αth moments of ri is∑

i∈ΦBS\Bo

E[r−αi ]

= (πλBS)
α
2

NBS∑
i=2

Γ(i− α
2 )

Γ(i)

= (πλBS)
α
2

(
Γ(NBS + 1− α

2 )

(1− α
2 )Γ(NBS)

− Γ
(

1− α

2

))
.

(28)

The last equality follows from the following equality [36]
n∑
j=1

Γ(j − β)

Γ(j)
=

Γ(n+ 1− β)

(1− β)Γ(n)
, β 6= 2. (29)

• When α = 2, the summation is given by∑
i∈ΦBS\Bo

E[r−αi ] = (πλBS)
α
2

NBS∑
i=2

Γ(i− 1)

Γ(i)

= (πλBS)
α
2

NBS−1∑
i=1

1

i

≈ (πλBS)
α
2 (ln(NBS − 1) + γ)

(30)

where the equality holds when NBS is large enough. Thus,
this approximation is reasonable in dense networks.

Substituting (28) and (30) into (26), the logarithmic form of
the summation of average interference power can be rewritten
as

ln
∑

i∈ΦBS\Bo

E[Ii] = lnPBḠ
2C+

α

2
lnπλBS +lnJ1(α) (31)

where the definition of J1(α) is given in (21). Substituting
(24) and (31) into (23), Lemma 2 is proved.

Remark 1: Lemma 1 characterizes the nearest SBS trans-
mission performance in terms of system parameters, such as
the network density, the directional antenna gain and the path
loss exponent. Firstly, the average transmission rate increases
linearly with the directional antennas gain, i.e., Gm/Ḡ, which
indicates that directional antennas enhance the throughput of
mmWave systems. Secondly, the average transmission rate
grows linearly with the path loss exponent α because hostile
path loss at mmWave frequency bands severely mitigates inter-
ference and offers a spatial reuse gain. Thirdly, transmission
performance slightly decreases with the network density as
ln J1(α) slightly increases with the number of SBSs NBS . The
reason is that both communication distance and interference
distance adjust to the network density.

C. SBS Cluster Transmission Rate Analysis

Since each SBS in the SBS cluster has the same content
hit ratio, the user has the same probability to associate to an
arbitrary SBS in the SBS cluster. Thus, the average SBS cluster
transmission rate should be averaged by transmission rates of
all the candidate SBSs.

Lemma 3: The average SBS cluster transmission rate is
given by

E[RC ] ≥ (1− φ)W

E[NC ] ln 2

(
2 ln

Gm
Ḡ

+
(α− 2)γ

2

− α

2K

K∑
k=1

k−1∑
i=1

1

i
− 1

K

K∑
k=1

ln J2(α, k)

) (32)



8

where

J2(α, k) =



Γ(NBS + 1− α
2 )

(1− α
2 )Γ(NBS)

−
Γ(k − α

2 )

Γ(k)
, α < 2

E1(r0) + ln(NBS − 1) + γ − J4(k), α = 2

Γ
(

1− α

2
, r0

)
+

Γ(NBS + 1− α
2 )

(1− α
2 )Γ(NBS)

− Γ
(

1− α

2

)
− J3(k)

(33)

J3(k) =


Γ(1− α

2
, r0), k = 1

Γ(k − α
2 )

Γ(k)
, k ≥ 2,

(34)

J4(k) =

E1(r0), k = 1

1

k − 1
, k ≥ 2.

(35)

Note that r0 = πλBSd
2
0. Γ(z, a) =

∫∞
a
xz−1e−xdx and

E1(x) =
∫∞
x

1
t e
−tdt denote the incomplete gamma function

and the exponential integral function, respectively.
Proof 3: Let Bo = {B1

o ,B2
o , ...,Bko , ...,BKo } denote the set of

candidate SBSs among the SBS cluster, which is sorted based
on physical distances in an ascending order. The corresponding
set of physical distances is {r1, r2, ..., rk, ..., rK}.

If the user is associated to the kth nearest SBS Bko , the
received desired signal power is given by

SkC = PBG
2
mh1Cr

−α
k , 1 ≤ k ≤ K. (36)

The corresponding interference power consists of received
signal power from all the SBSs excluding the kth nearest SBS,
which is given by

IkC =
∑

i∈ΦBS\Bko

PBG(θt,i)G(θr,i)hiCr
−α
i , 1 ≤ k ≤ K. (37)

RkC denotes the average transmission rate between the user
and the kth nearest SBS. Hence, the average transmission rate
among the SBS cluster can be represented by

E[RC ] = E

[
1

K

K∑
k=1

RkC

]

=
(1− φ)W

KE[NC ] ln 2

K∑
k=1

ln

(
1 +

SkC
IkC + σ2

)

≥ (1− φ)W

KE[NC ] ln 2

K∑
k=1

E[lnSkC ]− ln
∑

i∈ΦBS\Bko

Iki


=

(1− φ)W

E[NC ] ln 2

(
2 ln

(
Gm
Ḡ

)
− γ − α

K

K∑
k=1

E[ln rk]

− 1

K

K∑
k=1

ln
∑

i∈ΦBS\Bko

E[r−αi ]

 .

(38)

The inequality follows from the lower bound obtained in (23).
The last step follows from substitutions of (24) and (26). Then,

according to [20], E[ln rk] is given by

E[ln rk] = −1

2

(
γ + ln(πλBS)−

k−1∑
i=1

1

i

)
. (39)

∑
i∈ΦBS\Bko

E[r−αi ] is derived in the following. When α
attains different values, it can be represented in different forms.
• When α < 2, with results in (27), we have∑

i∈ΦBS\Bko

E[r−αi ] =

NBS∑
i=1

E[r−αi ]− E[r−αk ]

= (πλBS)
α
2

(
Γ(NBS + 1− α

2 )

(1− α
2 )Γ(NBS)

−
Γ(k − α

2 )

Γ(k)

)
.

(40)

• When α = 2, E[r−α1 ] =
∫∞
r0

1
y e
−ydy = E1(r0) according

to the definition of the exponential integral function
E1(x). While for k ≥ 2, E[r−αk ] = 1

k−1 based on (30).
Hence, E[r−αk ] can be described with a piecewise function
J4(k) in (35). With the same method in (43), we have∑
i∈ΦBS\Bko

E[r−αi ] = (πλBS) (E1(r0) + ln(NBS − 1)

+γ − J4(k)) .
(41)

• When α > 2, E[r−α1 ] becomes unbounded because the
condition i > α

2 in (27) is not satisfied. The reason is
that the path loss model in (4) breaks down when the
distance is smaller than d0. As a solution, we apply a
guard radius d0 among receivers to exclude interferers in
the short distance. Hence, −αth moments of r1 becomes

E[r−α1 ] =

∫ ∞
d0

r−α1 f(r1)dr1

= (πλBS)
α
2

∫ ∞
πλBSd20

y
2−α
2 −1e−ydy

= (πλBS)
α
2 Γ(1− α

2
, r0).

(42)

Thus,
∑
i∈ΦBS\Bko

E[r−αi ] is given by

∑
i∈ΦBS\Bko

E[r−αi ] = E[r−α1 ] +

NBS∑
i=2

E[r−αi ]− E[r−αk ]

= (πλBS)
α
2

(
Γ(1− α

2
, r0)− Γ(1− α

2
)

+
Γ(NBS + 1− α

2 )

(1− α
2 )Γ(NBS)

− J3(k)

)
.

(43)

Substituting (39), (40), (43) and (41) into (38), Lemma 3 is
proved.

Remark 2: Lemma 3 gives the transmission performance of
the SBS cluster with respect to mmWave system parameters
and provides the following important observations. Similar
to that in Lemma 2, the average SBS cluster transmission
rate slightly decreases with network density because J2(α, k)
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slightly increases with respect to the network density. Lemma
3 indicates that the transmission rate decreases with the clus-
ter size, which illuminates the tradeoff relationship between
caching diversity and transmission efficiency. Enlarging cluster
size increases cache capacity to cache more contents, while
transmission performance degrades as users retrieve cached
contents with a large distance.

D. D2D Transmission Rate Analysis
The D2D caching performance is analyzed in this sub-

section. D2D users follow a homogeneous PPP ΦD and the
corresponding density is λD = PdλUE . Since mobile users
provide a smaller directional antenna gain compared with
SBSs due to limited space, Gmu and Ḡu represent the maximal
main lobe and the average antenna gains of users, respectively.
Considering the overlay scheme, φW system bandwidth is
allocated to D2D communications.

Lemma 4: The average D2D transmission rate is lower
bounded by

E[RD] ≥ φW

ln 2

(
2 ln

Gmu
Ḡu
− γ − α

(
ln rmaxd − 1

2

)
− ln(πλD)− ln J5(α))

(44)

where

J5(α) =



R2−α

1− α
2

, α < 2

2 ln

(
R

d0

)
, α = 2

R2−α − d2−α
0

1− α
2

, α > 2

(45)

where R =
√

ND
πλD

and ND is the number of D2D transmitters.
Proof 4: The detailed proof is given in Appendix A.
Remark 3: Lemma 4 gives the transmission performance

of D2D communication in terms of varying physical layer
parameters. Most importantly, analytical results show that
transmission performance decreases with the D2D user density
λD which depends on the network density. This is because that
distance of interference links scales with the network density,
while the D2D communication distance keeps unchanged. In
addition, comparing Lemma 2 and Lemma 3 with Lemma 4,
the average D2D transmission rate decreases significantly with
the increase of the network density, while cellular transmis-
sion performance decreases slightly with the network density.
Hence, the content retrieval delay via D2D communications in-
creases significantly with the network density, which requires
a coordinated scheduling scheme for D2D communications in
dense networks.

VI. SIMULATION RESULTS

In this section, we compare the proposed DCEC policy
with the state-of-the-art caching policy, and validate analytical
results via extensive Monte-Carlo simulations. The simulation
setup is given in Section VI-A. We evaluate the backhaul
offloading performance in Section VI-B, analytical results
of transmission performance in Section VI-C and content
retrieval delay performance in Section VI-D, respectively.

Table II
SIMULATION PARAMETERS.

Notation Parameter Value
A Simulation area 1 km2

No Background noise density −174 dBm/Hz
W Bandwidth 2.16 GHz
φ Fraction of D2D spectrum 20%
f Carrier frequency 60 GHz
α Path loss exponent {1.4, 1.6, 2}
PB SBS transmit power 30 dBm
PU User transmit power 20 dBm
Gm

s SBS main lobe gain 18 dB
Gs

s SBS side lobe gain −2 dB
Gm

u User main lobe gain 9 dB
Gm

u User side lobe gain −2 dB
ωm Half-power beamwidth 10o

d0 Reference distance 1 m
rmax
d Maximum D2D distance 10 m
λBS Network density {80-400} per km2

λUE User density {800-4000} per km2

δ Fraction of paired users 80%
F Content library size 2000
ν Average content size 100 Mbit
Cu User cache capacity 150
Cs SBS cache capacity 200

A. Simulation Setup

Important simulation parameters are listed in Table II. We
consider a simulation area of dimensions 1 km2 (1000 m ×
1000 m). Regarding the mmWave system, we consider the
ratified IEEE 802.11 ad system which operates at the 60 GHz
unlicensed band with a channel bandwidth of 2.16 GHz [37].
80% bandwidth is allocated to cellular communications, while
20% bandwidth to D2D communications. The parameters of
directional antenna model are chosen based on typical values
[28]. Here, we consider three different scenarios: the indoor
conference room with line-of-sight (LOS) links, the living
room with LOS links and none-line-of-sight (NLOS) links,
and corresponding path loss exponents are set to 1.4, 1.6 and
2, respectively. Due to constraint on-board battery capacity
and space in mobile devices, users adopt a lower transmit
power and directional antenna gain compared to SBS. The
constraint backhaul capacity is set to 3 Gbit/s unless otherwise
specified. SBS density is chosen from 80 to 400 per km2, with
the average cell radius from 65 to 30 meters, corresponding
to sparse rural and dense urban mmWave networks. The user
density is set from 800 to 4000 per km2, where 80% users are
paired users. We consider a requested content library with a
total number of 2000 contents. The cache capacities of users
and SBSs are set to 150 and 200 contents, respectively. To
characterize video streaming applications, content popularity
skewness is set to 0.56 unless otherwise specified [21].

In this section, we adopt the state-of-the-art most popu-
lar caching (MPC) policy as the benchmark. In the MPC
policy, only the user and its associated SBS cache the
most popular contents, i.e., the user and its associated SBS
cache {f1, f2, ..., fCu} and {fCu+1, fCu+2, ..., fCu+Cs}, re-
spectively.
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Fig. 2. Backhaul offloading performance with respect to different system parameters.

B. Backhaul Offloading Performance

As shown in Fig. 2(a), we compare the backhaul offloading
performance of the DCEC policy with the MPC policy in terms
of popularity skewness. It is obvious that the proposed policy
significantly outperforms the MPC policy due to exploiting
cache resource efficiently. More specifically, the proposed
policy offloads about 50% backhaul traffic than MPC policy
for ξ = 0.6. Besides, the performance gap between these two
policies narrows with the growth of the content popularity
skewness. The reason is that the cache capacities of individ-
ual user and its associated SBS are enough to store highly
concentrated contents.

Figure 2 shows the backhaul offloading performance in
terms of different system parameters. Fig. 2(b) shows the
impact of SBS cache capacity on the backhaul offloading
performance for K = 3. We observe that more backhaul
traffic is offloaded by local edge networks with the increase
of the SBS cache capacity because more contents are cached.
Specifically, caching resource growth provides more perfor-
mance gain in the small popularity skewness region than that
in large popularity skewness region. This is because that large
cache capacity is favored for less concentrated content request
applications. In addition, the performance gap between the
DCEC policy and the MPC policy broadens with the increase
of SBS cache capacity. We further demonstrate the backhaul
offloading performance in terms of the SBS cluster size in Fig.
2(c), where a significant backhaul offloading gain is achieved
with the increase of SBS cluster size for low popularity
skewness values. Particularly, the DCEC policy with eight
SBSs offloads 70% backhaul traffic more than that with two
SBSs for ξ = 0.56. But for large values of ξ, the performance
enhancement becomes limited. Therefore, the DCEC policy
favors less concentrated content request applications.

C. Transmission Performance

In this subsection, analytical results of transmission perfor-
mance are validated via extensive simulations. The simulation
results are averaged over 10000 samples with different network
topologies and channel fading.

Figure 3(a) shows the nearest SBS transmission rate in terms
of the network density for α = 1.4, 1.6, 2. The analytical lower
bounds in Lemma 2 are quite close to simulation results under
different channel conditions, which validates our analytical

results. More importantly, the average rate slightly decreases
with the network density. For α = 2, the transmission rate only
decreases by 8% as the network density increases from 80 to
400 per km2. Even for α = 1.4, the transmission rate only
degrades by 15%. In addition, we observe that the average
transmission rate increases with respect to α due to the fact
that interference is alleviated by severe propagation loss in
mmWave channels.

As shown in Fig. 3(b), we investigate the average SBS clus-
ter transmission rate for K = 2 and α = 1.4, 1.6, 2. Narrow
gaps are observed between simulation results and analytical
bounds with respect to the network density, which indicates
that our analytical results in Lemma 3 are quite accurate.
Additionally, we observe that the transmission performance
slightly decreases with the network density, which is similar
as that of the nearest SBS. Particularly, for α = 2, the average
transmission rate decreases by only 10% from the sparse
network for λBS = 80 to the dense network for λBS = 400.

Figure 3(c) shows the average transmission rates in terms
of the network density with different cluster sizes for α =
1.6. Analytical results are highly consistent with simulation
results, which further corroborates the accuracy of Lemma 3.
More importantly, we observe that the average SBS cluster
transmission rate decreases with the increase of the cluster
size. Specifically, the SBS cluster with two SBSs provides a
data rate is around 1.08 Gbit/s for λBS = 80, while the SBS
cluster with four SBSs only provides a data rate of 0.83 Gbit/s
for the same network density, which decreases by nearly 23%.
This is because users retrieve cached contents from remote
SBSs with long distances. A large SBS cluster caches more
contents while reduces the average transmission rate, which
reveals the tradeoff relationship between caching diversity and
transmission efficiency.

In Fig. 3(d), we investigate the average D2D transmission
rate with respect to the D2D user density for α = 1.4, 1.6,
2. Simulation results match the analytical bounds in Lemma
4 under different channel conditions. Firstly, it can be seen
that D2D communications achieve a higher transmission rate
compared with cellular communications due to short distances,
which means a low content retrieval delay via D2D commu-
nications. Then, we observe a sharp performance degradation
with the growth of the D2D user density, i.e., the transmission
rate decreases from 4 Gbit/s to only 2 Gbit/s when the
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Fig. 3. Transmission performance with respect to different system parameters.

D2D user density increases from 40 to 800 per km2 for
α = 1.6. For this reason is that the desired signal power keeps
unchanged as D2D communication distance is independent of
D2D user density, while the interference increases drastically
due to decreasing interference link distances with the D2D user
density. Hence, a coordinated scheduling scheme is required
to enhance D2D transmission performance in dense networks.

D. Content Retrieval Delay
We investigate the content retrieval delay performance with

different caching policies with respect to the content popular-
ity, the network density, the backhaul capacity and the cluster
size, respectively.

Figure 4(a) shows the impact of the content popularity
skewness on the average content retrieval delay. The proposed
policy outperforms the MPC policy in the low popularity
skewness region because low concentrated content request ap-
plications favor large cache capacity. For example, the DCEC
policy with four SBSs reduces 48% content retrieval delay
compared with the MPC policy for ξ = 0.6. However, the
performance gain provided by the DCEC policy vanishes with
the increase of the content popularity skewness, which further
validates the fact that DCEC policy favors less concentrated
content request applications.

The content retrieval delay performance in terms of the
network density is studied for ξ = 0.56, as shown in Fig. 4(b).

Firstly, simulation results and analytical bounds are highly
consistent with each other. Secondly, the content retrieval de-
lay increases with the growth of the network density, because
both cellular and D2D transmission rates decrease in dense
networks. For illustration, users spend about 23% more time
to retrieve contents when the network density increases from
80 to 400 per km2 for K = 4. More importantly, with high-
rate cellular and D2D communications, the proposed caching
policy with four SBSs reduces as much as 45% content
retrieval delay compared with the MPC policy.

As shown in Fig. 4(c), we plot the average transmission
delay in terms of the backhaul capacity. It can be observed
that the performance gain acquired by the DCEC policy
vanishes with the increase of backhaul capacity. When the
constraint backhaul capacity acts as the bottleneck of the
system performance, the proposed policy cooperatively cache
more contents in edge networks to reduce the content retrieval
delay. However, with unconstrained backhaul capacity, the
performance gain degrades because users are able to fetch
contents with low latency from remote servers.

Figure 5 shows the impact of the SBS cluster size on the
average content retrieval delay for λBS = 100, 200, 400. As
aforementioned, there exists a tradeoff between the transmis-
sion efficiency and the caching diversity. We observe that the
average content retrieval delay decreases and then increases
with the growth of SBS cluster size. When the SBS cluster
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size is too large, the benefit of cooperative edge caching
vanishes. The reason is that a large SBS cluster size caches
more popular contents while reduces the average SBS cluster
transmission rate due to long physical distances to fetch
contents. In addition, the tradeoff relationship between caching
diversity and transmission performance indicates the optimal
SBS cluster size exists. Specifically, the optimal cluster size is
7 for λBS = 100, while when the network density increases
to 400 per km2, the optimal SBS cluster size decreases to 6.

Furthermore, Fig. 6 presents the optimal SBS cluster size
with respect to the backhaul capacity. We observe that the

optimal cluster size decreases with the increase of backhaul
capacity, which means that a large SBS cluster size is preferred
in the backhaul constrained scenario. The reason is that the
increase of backhaul capacity alleviates the performance gain
provided by the DCEC policy. For illustration, the optimal
cluster size is 7 for 2 Gbit/s, while when the backhaul capacity
increases to 16 Gbit/s, the optimal SBS cluster size decreases
to 3.

VII. CONCLUSION AND FUTURE WORK

In this paper, a D2D-assisted cooperative edge caching has
been proposed in mmWave dense networks. The closed-form
expressions of backhaul offloading and content retrieval delay
performance of the proposed policy have been obtained taking
the practical directional antennas model and the network den-
sity into consideration. Both analytical and simulation results
have revealed the average content retrieval delay increases
with the network density. Besides, the tradeoff relationship
between caching diversity and transmission efficiency has
been investigated. Comparing with state-of-the-art MPC policy
via extensive simulations, the proposed caching policy pro-
vides significant performance gains in both backhaul traffic
offloading and content retrieval delay. For future works, as
the D2D transmission degrades significantly with the increase
of the network density, coordinated scheduling schemes will
be investigated for concurrent D2D transmissions in mmWave
dense networks. In addition, we will also study the optimal
content placement to further minimize the content retrieval
delay.

APPENDIX

A. Proof of Lemma 4

When a user is served by its D2D peer via mmWave D2D
communications, the received signal power is given by

SD = PU (Gmu )2h1Cr
−α
d . (46)

The received interference power which consists of the
received signal from all the other D2D transmitters ΦD, is

ID =
∑
i∈ΦD

PUGu(θt,i)Gu(θr,i)hiCr
−α
i (47)

where ri is the distance between the user and i-th D2D
interferers.
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Similarly, the average D2D transmission rate is lower
bounded by

E[RD] = φW log2

(
1 +

SD
ID + σ2

)
≥ φW

ln 2

(
E[lnSD]− ln

∑
i∈ΦD

E[IiD]

)

≥ φW

ln 2

(
2 ln

Gmu
Ḡu
− γ − αE[ln rd]− ln

∑
i∈ΦD

E[r−αi ]

)
.

(48)

Following the similar step in (24), with PDF of rd in (1),
E[ln rd] is given by

E[ln rd] =

∫ rmaxd

0

ln rd
2rd

(rmaxd )2
drd

= ln rmaxd − 1

2
.

(49)

Then, for the second term in (48),
∑
i∈ΦD

E[r−αi ] is ob-
tained in the following step. ri represents the inter-node
distances of PPP, which follows a generalized beta distribution
[36]. The −αth moment of ri is given by

E[r−αi ] =


R−αΓ(ND + 1)Γ(i− α

2 )

Γ(i)Γ(ND + 1− α
2 )

, α < 2

∞, α ≥ 2

(50)

where R =
√

ND
πλD

is the equivalent cell radius and ND is the
number of D2D users. The summation of the −αth moments
of ri can be represented into different forms when α attains
different values.

• When α < 2, the summation of moments of ri is given
by ∑

i∈ΦD

E[r−αi ] =
R−αΓ(ND + 1)

Γ(ND + 1− α
2 )

ND∑
i=1

Γ(i− α
2 )

Γ(i)

= πλD
R2−α

1− α
2

(51)

where the last the step due to the fact πR2λD = ND.
• When α > 2, the moment of ri becomes unbounded

because the path loss model we adopt break down at
short distances. Applying the guard radius d0 around
every receiver, i.e., the transmitters within d0 are not
allowed to transmit. The sum of interference within d0

is πλDd2−α
0 /(1− α

2 ) according to (51). Excluding the
interference within the guard radius, we have∑

i∈ΦD

E[r−αi ] = πλD
R2−α − d2−α

0

1− α
2

. (52)

• When α = 2, taking the limit of (52), we obtain∑
i∈ΦD

E[r−αi ] = 2πλD ln

(
R

d0

)
. (53)

Substituting (49), (51), (52) and (53) into (48), Lemma 4 is
proved.
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