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Abstract—In this paper, we propose an imaging scheme for
unmanned aerial vehicle (UAV)-Enabled integrated sensing and
communication (ISAC), where the UAV serves as a flexible
communication auxiliary and a versatile sensing platform with
the cooperation of a ground base station (GBS). To guar-
antee the performance of both sensing and communication,
the proposed imaging scheme is based on the orthogonal
frequency division modulation (OFDM) ISAC waveform and
bistatic communication-assisted sensing strategy, which can be
divided into three steps. Firstly, the UAV transmits OFDM ISAC
signal, which contains the UAV position information to enable
the communication-assisted sensing strategy. Secondly, the GBS
receives the line-of-sight (LoS) ISAC signal from the UAV and the
reflected ISAC signal from targets, in which the bistatic sensing
architecture is designed to process data frequently and bypass
the self-interference problem. Thirdly, the GBS preprocesses the
received signal and reconstructs the image based on polar format
algorithm (PFA) with the knowledge of UAV positions to relax the
constraint of UAV trajectory. Numerical simulations are carried
out to validate and evaluate the proposed UAV-enabled ISAC
imaging scheme.

I. INTRODUCTION

Integrated sensing and communication (ISAC) has emerged
as a promising technology for the future wireless communica-
tion framework, in which radar sensing and wireless communi-
cation share the waveform and hardware for higher spectrum
efficiency [1], [2]. Unmanned aerial vehicle (UAV)-assisted
sensing is widely applied for aerial photographing, surveying,
and mapping. Synthetic aperture radar (SAR) is a typical imag-
ing technology, which benefits from all-weather monitoring.
UAV-enabled communication can increase the communication
coverage and capacity with the feature of flexibility to optimize
the communication channel [3], [4]. Thus, UAV is a promising
platform for future ISAC applications.

The study of UAV-enabled ISAC-based imaging is still
in its early stage and faces some challenges. Firstly, the
existing works are mainly focused on the monostatic sensing
framework. A joint communication and SAR waveform design
is proposed in [5] based on a modified Alamouti coding
scheme to integrate sensing waveform into OFDM commu-
nication waveform. The OFDM-based SAR imaging scheme
is first studied in [6]. However, the sensing data cannot be
accessed frequently on the ground in the monostatic frame-
work, resulting from the large computational and transmission
cost for lightweight UAVs. Meanwhile, the communication-
centric waveform design in the monostatic framework suffers

from severe self-interference or low duty cycle. Secondly,
the flexible trajectory design in UAV-enabled communication
seems to conflict with the predetermined trajectory design
in UAV sensing. [7] and [8] design the trajectory of UAVs
considering both the sensing performance and communication
performance. However, no efficient sensing method is provided
in these works. Different from the existing works, this paper
proposes the bistatic communication-assisted sensing strategy
to tackle the above challenges.

In this paper, we propose a novel UAV-enabled ISAC
imaging scheme with the cooperation of a ground base station
(GBS), similar to airborne/stationary SAR, together with a
three-stage bistatic communication-assisted sensing strategy.
Firstly, UAV transmits OFDM-based ISAC signal conveying
position information. Secondly, the GBS receives line-of-sight
(LoS) ISAC signal from the UAV and the reflected signal
from targets. The bistatic design features frequent monitoring
as the receiver is stationary on the ground [9] and bypasses
the problem of self-interference as the transmitter (Tx) and
sensing receiver (Rx) are separated. Therefore, the communi-
cation functions can remain unaffected as much as possible.
Thirdly, the GBS synchronizes the signal and preprocesses
the data with the knowledge of UAV positions. The prepro-
cessing includes phase compensation and interpolation grid
determination. Accordingly, the image can be reconstructed
based on the polar format algorithm (PFA). To validate and
evaluate the proposed UAV-enabled ISAC imaging scheme,
a numerical simulation experiment is carried out under two
specific conditions: a classical fixed straight-line trajectory and
a communication-optimized trajectory.

Thus, our contributions are summarized as follows:

• We design a novel imaging scheme for UAV-enabled
ISAC that can achieve timely processing and acquisition
of data, and bypass the self-interference problem.

• We propose a bistatic communication-assisted sensing
strategy for the imaging scheme, which preserves the
flexibility of UAV trajectory.

The remainder of this paper is organized as follows. The
sytem model of the proposed UAV-enabled ISAC imaging
scheme is presented in Section II. Section III describes the
proposed communication-assisted sensing strategy. Simulation
results are given in Section IV, along with the conclusion in
Section V.
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Fig. 1. Basic framework of UAV-enabled ISAC imaging.

II. SYSTEM MODEL

A. System Framework

As illustrated in Fig. 1, the UAV-enabled ISAC imaging
framework consists of a UAV, a GBS, several user equipments
(UEs), and several targets. The system framework can perform
both sensing and communication functions.

In the sensing scenario, the UAV works as the Tx of a
spotlight airborne/stationary SAR and transmits the OFDM
ISAC signal, and it is configured to keep the beam illuminating
the same area. The trajectory of the UAV is not certain and can
be flexibly designed. The GBS is equipped with two antenna
arrays, namely Ant1 and Ant2 as shown in Fig. 1. As such,
the Ant1 can receive the reflected sensing signal from the
targets for sensing and the Ant2 can receive the LoS ISAC
signal for LoS interference mitigation and synchronization.
Suppose that the LoS interference mitigation is sufficient, the
LoS interference is ignored in the rest of the paper. Note that
the raw data can be immediately processed on the GBS without
waiting for the UAV to land, which means that the imaging
results can be obtained in a more frequent and timely manner.

In the communication scenario, UAV performs as a tempo-
rary base station or relay node, transmitting downlink ISAC
signal to GBS and UEs in the illuminated area. GBS receives
and demodulates the ISAC signal to obtain the embedded
position information of the UAV. When UAV is not sensing
or not in charge of the communication of the area, GBS can
also perform as the communication BS to serve UEs.

B. Signal Model

The ISAC signal is designed to perform both sensing and
communication functions. In this paper, we apply the OFDM
waveform as the ISAC signal, where the communication
symbols and pilots are placed in different subcarriers. Since
the randomness of communication symbols would affect the
sensing result [5], only the dedicated Zadoff-Chu sequence
pilot is adopted for sensing. With M subcarriers configured,
the n-th transmitted OFDM signal sn(t) can be written as

sn(t) =

M−1∑
m=0

Sm,n exp [j2πfm(t− nTs)]Rect(t− nTs),

(1)

where Sm,n denotes the symbol in the m-th subcarrier of
the n-th OFDM symbol, fm = fc +m∆f denotes the m-th
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Fig. 2. An illustration of OFDM subcarrier allocation.

subcarrier frequency, fc denotes the carrier frequency, ∆f is
the subcarrier interval, Ts = 1/∆f+TCP denotes the duration
of the OFDM symbol which consists of the cyclic prefix (CP)
duration TCP and the OFDM elementary duration 1/∆f , and
Rect(t) is the rectangle window function with value 1 only in
[−TCP ,

1
∆f ].

As illustrated in Fig. 2, the transmitted OFDM symbol can
be classified into two types, namely, the ISAC OFDM symbol
and the normal OFDM symbol. The time interval between
two successive ISAC OFDM symbols is denoted as the pulse
repetition interval (PRI). The PRI of ISAC OFDM should be
delicately designed since it will affect wavenumber spectrum
interpolation, therefore, affect the image reconstruction. And
the pilot symbols are placed in Comb-4 style. Thus, the
transmitted symbols satisfy

Sm,n =

{
Cm−⌈m/4⌉,n, m mod 4 ̸= 0,

Pm/4, m mod 4 = 0,
(2)

where Cm−⌈m/4⌉,n denotes the m−⌈m/4⌉-th communication
symbol in the n-th OFDM block and Pm/4 denotes the m/4-th
pilot symbol.

Since the ISAC OFDM waveform is designed with the
communication-centric principle, the communication function
of the system can be unchanged. Thus, in the following part of
the paper, we only focus on the sensing function of the system.
Under the assumption of a single point target, the received
sensing signal of GBS can be modeled as a time shift version
of (1):

sr,n(t) = σ(x, y, z)

M−1∑
m=0

Sm,n exp[j2πfm(t− nTP − Rn

c
)]

Rect(t− nTP − Rn

c
) + zn(t), (3)

ss,n(t) = h

M−1∑
m=0

Sm,n exp[j2πfm(t− nTP − RLoS,n

c
)]

Rect(t− nTP − RLoS,n

c
) + zS,n(t). (4)

Here, sr,n(t) and ss,n(t) denote the n-th received reflected
ISAC OFDM signal and LoS ISAC OFDM signal, respec-
tively. σ(x, y, z) ∈ C denotes the radar cross section (RCS) of
the target located at (x, y, z), which is assumed to be constant.
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h ∈ C is the amplitude of LoS signal. c denotes the speed of
light. zn(t) and zS,n(t) denote the received Gaussian white
noise with spectral density N0. Rn and RLoS,n are the range
of the reflected path and LoS path, which are denoted by

Rn = ∥r⃗n − r⃗∥+ ∥r⃗ − r⃗G∥, (5)
RLoS,n = ∥r⃗n − r⃗G∥, (6)

where the vectors r⃗n = (xn, yn.zn), r⃗G = (xG, yG, zG), and
r⃗ = (x, y, z) denote the location of the UAV, the location of
the GBS, and the location of the target at the n-th sensing
moment, respectively. The origin of the coordinate is defined
as the center of the illuminated area. Actually, path loss should
be considered in RCS [7], namely σ(x, y, z) = β0Etσ0

∥r⃗n−r⃗∥∥r⃗−r⃗G∥ ,
where β0 denotes the sensing path loss parameter, Et is the
average transmit power and σ0 denotes the real RCS.

III. COMMUNICATION-ASSISTED SENSING BASED
IMAGING ALGORITHM

A. Communication Assisted Sensing Signal Synchronization

To demodulate the received sensing signal at GBS, the
signal should be synchronized between the transmitted signal
and the received signal. However, the GBS and UAV cannot
keep synchronized due to the separation. In this paper, we
propose a communication-assisted sensing signal synchroniza-
tion method to alleviate the inevitable clock deviation between
GBS and UAV. After the removal of CP, OFDM demodulation,
and extraction of the pilot symbols, the received sensing signal
can be modeled into the matrix format, i.e.,

Pl,n =σ(x, y, z)Pl exp[−j2π(fc + 4l∆f)(Rn/c+∆τ,n)]

=σ(x, y, z)Pl exp[−jkl(Rn +∆R,n)] + ωl,n, (7)

PS
l,n =hPl exp[−j2π(fc + 4l∆f)(RLoS,n/c+∆τ,n)

=hPl exp[−jkl(RLoS,n +∆R,n)] + ωS
l,n, (8)

where Pl,n and PS
l,n denote the element at the l-th row and

the n-th column of the reflected pilot matrix and LoS matrix,
l = 0, 1, . . . , ⌊M/4⌋ is the index of pilots, kl = 2π(fc +
4l∆f)/c denotes the wavenumber of the l-th pilot subcarrier,
∆τ,n denotes the clock deviation which is different at different
OFDM symbols, ∆R,n is defined as ∆R,n = c∆τ,n, and ωl,n

and ωS
l,n denote the noise after sampling and demodulation

with an average power of M∆fN0. For simplicity, the effect
of noise is ignored in the following theoretical part. It is worth
noting that in the proposed sensing the CP length needs to be
longer than the maximal delay between the reflected signal
and the LOS signal to avoid inter-subcarrier interference.

Despite the uncertainty of ∆τ,n, since the time deviations
are the same in Pl,n and PS

l,n, it can be eliminated by
elementary conjugate multiplication, which can be denoted by

P̃l,n = Pl,n × conj(PS
l,n)

= σ̃(x, y, z) exp[−jkl(Rn −RLoS,n)], (9)

where σ̃(x, y, z) is the effective RCS and defined as
σ̃(x, y, z) = σ(x, y, z)h∗. From (9), the P̃ is still affected
by RLoS,n. Furthermore, the position of the UAV is conveyed
in the ISAC OFDM communication signal and the position

of GBS is known in advance. As a result, RLoS,n can be
calculated. Thus the impact of RLoS,n can be mitigated by
phase compensation:

P̂l,n = P̃l,n exp(−jklRLoS,n)

= σ̃(x, y, z) exp[−jklRn], (10)

where the UAV position information is assumed to be perfect.
As for the imperfect situation, it will be discussed in future
work.

B. Communication-Assisted Signal Preprocessing

With the synchronized signal, the next step involves sig-
nal preprocessing, which is based on communication-assisted
sensing and the principle of PFA. Assuming the UAV and
GBS are relatively far from the illuminated area, (5) can be
approximated as:

Rn

(a)
≈ ∥r⃗n∥ −

r⃗n
∥r⃗n∥

· r⃗ + ∥r⃗G∥ −
r⃗G

∥r⃗G∥
· r⃗

= (∥r⃗n∥+ ∥r⃗G∥)− (
r⃗n

∥r⃗n∥
+

r⃗G
∥r⃗G∥

) · r⃗, (11)

where (a) is based on the first-order Taylor expansion ∥r⃗0 −
r⃗∥ ≈ r⃗0 − r⃗0

∥r⃗0∥ · r⃗. The approximation induces more error
when ∥r⃗∥ increases or ∥r⃗0∥ decreases. Assuming the imaging
target is on the ground, r⃗ can be denoted by r⃗ = (x, y, 0) and
σ̃(x, y, z) can be simplified as σ̃(x, y). Define ρ⃗n = r⃗n

∥r⃗n∥ +
r⃗G

∥r⃗G∥ = (ρx,n, ρy,n, ρz,n). Thus, (11) can be rewritten as:

Rn = (∥r⃗n∥+ ∥r⃗G∥)− ρ⃗n · r⃗
= (∥r⃗n∥+ ∥r⃗G∥)− xρx,n − yρy,n, (12)

Substituting (12) into (10), we can obtain:

P̂l,n =σ̃(x, y) exp[−jkl(∥r⃗n∥+ ∥r⃗G∥ − xρx,n − yρy,n)]

=σ̃(x, y) exp(jklρx,nx+ jklρy,ny)

exp[−jkl(∥r⃗n∥+ ∥r⃗G∥)]. (13)

Similarly, the second exponential term could also be com-
pensated with position information known in advance. The
compensated signal can be written as

Pl,n = P̂l,n exp[jkl(∥r⃗n∥+ ∥r⃗G∥)]
= σ̃(x, y) exp(jklρx,nx+ jklρy,ny). (14)

The above analysis is based on a single point target, as for
more general extended targets, due to the linearity, (14) can
be rewritten in an integration form

Pl,n =

∫∫
σ̃(x, y) exp(jklρx,nx+ jklρy,ny)dxdy. (15)

From (15), it is clear that Pl,n equals to a sample of σ̃(x, y)’s
2-D inverse Fourier transform Fσ̃ , namely

Pl,n = Fσ̃(kx, ky)|kx=klρx,n,ky=klρy,n , (16)

where the kx and ky denote the wavenumber along x-axis and
y-axis.

With completed wavenumber spectrum information, the im-
age can be reconstructed via Fourier Transform. Nevertheless,
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the samples are not continuous in the wavenumber spectrum.
Fig.3 illustrates the position of wavenumber samples in the
wavenumber domain. From (16), it is clear that samples
obtained from the same OFDM symbol are uniformly located
on a line passing through the origin. However, samples should
be located uniformly on the grid like the blue dots in Fig.
3, to adopt 2-dimensional discrete Fourier transform (2D-
DFT) for imaging. As the grid cannot be boundless, it should
be determined before interpolation. To ensure interpolation
accuracy, the range of the grid should overlap with the range
of the samples as much as possible. However, due to the
arbitrariness of the UAV trajectory in our proposed scheme,
the positions of samples are not certain, resulting in the
uncertainty of the grid point position.

To solve this problem, an adaptive interpolation grid deter-
mination method is proposed. First, find the maximum and
minimum of kx and ky of the samples and denote them
as kx,max , kx,min , ky,max and ky,min , respectively. These
maximums/minimums can determine a rectangular area of the
wavenumber spectrum. As shown in Fig. 3 the sample area is
bounded in the rectangle. Similar to the relationship between
time and frequency, the interval of the grid satisfies

∆kx =
π

xmax
, (17)

∆ky =
π

ymax
, (18)

where xmax and ymax are the maximum coordinate value of
the image, as the pixels satisfy x ∈ [−xmax, xmax] and y ∈
[−ymax, ymax]. With the determined wavenumber interval ∆kx
and ∆ky and the bounding rectangle, the uniformly positioned
grid point kx,i, ky,j can be calculated as follows

kx,p = kx,c + p∆kx, (19)
ky,q = ky,c + q∆ky. (20)

In (19) and (20), (kx,c, ky,c) denotes the center of the bounding
rectangle, which satisfies kx,c = (kx,max + kx,min )/2 and
ky,c = (ky,max + ky,min )/2, and the indices p, q satisfy p =
−P/2, . . . , 0, P/2− 1 and q = −Q/2, . . . , 0, Q/2− 1, where
P , Q are two even numbers and they should satisfy that the
grid span I∆kx and J∆ky is close to the bounding box side
lengths Lkx

= kx,max − kx,min and Lky
= ky,max − ky,min

respectively.

C. Image Reconstruction

After the preprocessing and the determination of the grid,
the PFA-based interpolation can be then executed. Then, 2D-
DFT can be used to reconstruct the image. Assuming the
interpolation is perfect, the 2D-DFT result of a single point
target located at (x0, y0) can be expressed as

I(p̃, q̃) = 2DDFT[Fσ̃(kx,p, ky,q)]

(b)
=

P
2 −1∑

p=−P
2

Q
2 −1∑

q=−Q
2

σ̃(x0, y0) exp(jkx,cx0 + jky,cy0)

exp[−jp∆kx(x− x0)− jq∆ky(y − y0)]

= σ̃(x0, y0) exp(jkx,cx0 + jky,cy0)

Gx(p̃∆x − x0)Gy(q̃∆y − y0), (21)

where p̃ = −P/2, . . . , 0, P/2− 1, q̃ = −Q/2, . . . , 0, Q/2− 1
denote the indices of the image pixel. The relation between
the indices and the position is x = p̃∆x, y = q̃∆y. ∆x and
∆y means the pixel resolutions. The equation (b) is based on
(17) and (18). And the point spread functions Gx(x), Gy(y)
are defined as

Gx(x) =
sin( 12P∆kxx)

sin( 12∆kxx)
exp(−j

1

2
∆kxx), (22)

Gy(x) =
sin( 12Q∆kyy)

sin( 12∆kyy)
exp(−j

1

2
∆kyy). (23)

Gx(x) and Gy(y) peak at x = 0 and y = 0. Thus, the magni-
tude image can be represented by |I(p̃, q̃)|. The approximation
error in (11) is small in spaceborne sensing, but in UAV
sensing, the error would be non-negligible. An off-the-shelf
subfigure-based phase compensation method for PFA can be
adopted to post-process the image to reduce the reconstruction
error. The detail of the method can be referred to in [10]. It is
worth noting that, in our proposed flexible scheme, the choice
of interpolation, reconstruction, and correction methods is not
limited.

IV. NUMERICAL SIMULATION

Numerical simulation is carried out to validate and evaluate
the proposed UAV-enabled ISAC imaging scheme. In the
simulation, the carrier frequency is fc = 5.8GHz, the number
of subcarriers is M = 2048, the pilot is the 25-th root
Zadoff-Chu sequence with a length of 511, the subcarrier
interval is ∆f = 60 kHz, the number of ISAC OFDM for
imaging is N = 800, and the communication symbols are
mapped to 16-QAM symbols. The imaging area is set as
x ∈ [−25, 25]m, y ∈ [−25, 25]m, and the GBS is located
at r⃗G = (0m,−100m, 20m). We have taken path loss into
consideration. The transmit power is 45 dBm, the RCS σ0 is
1, the noise spectral density is N0 = −174 dBm and the path
loss parameter β0 is −30 dB. 25 ideal point targets are located
at the illuminated area as shown in Fig. 4(a).

We have considered two scenarios. In scenario A, the
UAV flies along a straight line from (−50m,−150m, 50m)
to (50m,−150m, 50m), which is the commonly applied
trajectory for imaging, while in scenario B, the UAV flies
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Fig. 4. Aerial views of the point targets and the trajectories.

(a) Coarse image in scenario A. (b) Coarse image in scenario B.

(c) Corrected image in scenario A. (d) Corrected image in scenario B.

Fig. 5. Imaging results.

along a curve, which is similar to the communication rate
maximizing trajectory in [3]. The aerial view of the trajectory
in the scenario A and B is shown in Fig. 4(b). And the imaging
performance of the target at (12.5m, 12.5m) under different
transmit power is further studied.

The normalized imaging result in scenario A is shown in
Fig. 5(a). The point targets are focused, but the image is
distorted. The targets with longer polar radii and targets closer
to the UAV and GBS tend to distort more. It is caused by
approximation error in (11). This phenomenon also exists in
Scenario B. Moreover, as shown in Fig.5(b), some targets are
defocused too severely to be detected as targets. Fig. 5(c)
and Fig. 5(d) show the corrected images, which indicates that
distortion and defocusing can be resolved to some extent by
the adopted post-processing algorithm.

Fig. 6(a) and Fig. 6(b) illustrate the mean squared error
(MSE) of the imaging center versus the transmit power. When
transmit power is lower than 25 dBm, the image point is
covered by noise, leading to high MSE values. As the transmit
power exceeds 30 dBm, the MSEs generally converge to a
constant value, because of the imperfect correction method.
However, this bias is acceptable for positioning. In general, the
performance in scenario A is better, so the classical trajectory
is more proper for our proposed imaging scheme. Namely,
there is a trade-off of trajectory design between better imaging
quality and communication performance in our scheme.
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Fig. 6. MSE of the point target center.

V. CONCLUSION

We proposed a novel UAV-enabled ISAC imaging scheme.
UAV and the GBS cooperate with each other to construct
bistatic sensing architecture enabling frequent access and
processing of the sensing data and the bistatic design can
bypass the self-interference problem. The communication-
assisted sensing strategy relaxes the trajectory constraint of
the UAV. The preprocessing method containing phase com-
pensation and interpolation grid determination is proposed, and
the PFA-based imaging method is adopted to reconstruct the
image of targets. The performance of the proposed scheme is
provided in terms of the image results and the image MSE. In
future work, we will study joint trajectory design and target
sensing scheme.
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